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ABSTRACT Rigorous science that produces reliable knowledge is critical to wildlife management because it
increases accurate understanding of the natural world and informs management decisions effectively.
Application of a rigorous scientific method based on hypothesis testing minimizes unreliable knowledge
produced by research. To evaluate the prevalence of scientific rigor in wildlife research, we examined 24 issues
of the Journal ofWildlifeManagement fromAugust 2013 through July 2016.We found 43.9% of studies did not
state or imply a priori hypotheses, which are necessary to produce reliable knowledge.We posit that this is due,
at least in part, to a lack of common understanding of what rigorous science entails, how it produces more
reliable knowledge than other forms of interpreting observations, and how research should be designed to
maximize inferential strength and usefulness of application. Current primary literature does not provide
succinct explanations of the logic behind a rigorous scientific method or readily applicable guidance for
employing it, particularly in wildlife biology; we therefore synthesized an overview of the history, philosophy,
and logic that define scientific rigor for biological studies. A rigorous scientific method includes 1) generating a
research question from theory and prior observations, 2) developing hypotheses (i.e., plausible biological
answers to the question), 3) formulating predictions (i.e., facts that must be true if the hypothesis is true), 4)
designing and implementing research to collect data potentially consistent with predictions, 5) evaluating
whether predictions are consistent with collected data, and 6) drawing inferences based on the evaluation.
Explicitly testing a priori hypotheses reduces overall uncertainty by reducing the number of plausible biological
explanations to only those that are logically well supported. Such research also draws inferences that are robust
to idiosyncratic observations and unavoidable human biases. Offering only post hoc interpretations of statistical
patterns (i.e., a posteriori hypotheses) adds to uncertainty because it increases the number of plausible biological
explanations without determining which have the greatest support. Further, post hoc interpretations are
strongly subject to human biases. Testing hypotheses maximizes the credibility of research findings, makes the
strongest contributions to theory and management, and improves reproducibility of research. Management
decisions based on rigorous research are most likely to result in effective conservation of wildlife resources.

KEY WORDS hypotheses, management, philosophy of science, reliable knowledge, research questions, rigorous
science, scientific method, wildlife biology.

Researchers, managers, commissioners, legislators, and the
public rely on the credibility of scientific research.

Appropriate use of a rigorous scientific method strengthens
inference and reduces potential for drawing misleading or
spurious conclusions (Platt 1964, Romesburg 1981,
Williams 1997). As a result, rigorous science helps
researchers contribute to the body of scientific knowledge
and build credibility for their work, for their research groups
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and organizations, and for science as a whole (Gill 1985).
Furthermore, rigorous science produces what Romesburg
(1981) termed reliable knowledge (i.e., the set of ideas that
provide accurate understanding of nature), whereas non-
rigorous science more readily contributes to unreliable
knowledge (i.e., the set of inaccurate ideas falsely accepted as
knowledge). Reliable knowledge informs management
decision-making and guides appropriate application of
results to other places and times. Management decisions
may be ineffective or detrimental if based on spurious
conclusions generated by non-rigorous research. Reliable
knowledge therefore contributes to effective conservation of
wildlife resources (Leopold 1933, Gill 1985).
The inherent efficiency of rigorous science (Platt 1964,

Romesburg 1981, Williams 1997) improves biological
understanding while reducing unnecessary use of limited
research dollars, time, and personnel. Rigorous science
iteratively builds support for or against hypotheses, reducing
uncertainty over time. By building on previous studies and
producing results generalizable to other places and times,
rigorous science helps reduce the need for repetitive research.
Appropriate use of a rigorous scientific method guides
efficient study design and provides a solid foundation for
addressing the inevitable, unforeseen challenges common to
all research projects (e.g., technical problems, severe weather,
decreased funding).
All best practices are most effectively implemented when

the motivation and reasoning behind those practices are
clearly understood. For rigorous science, this understanding
includes an appreciation for the historical growth of scientific
thinking and the resulting philosophy and logic inherent to
drawing reliable inferences. The basic concepts of rigorous
science are far from new, but we are not aware of a paper that
concisely reviews and summarizes the major components of
rigorous science in wildlife biology. Although authors have
previously emphasized the importance of producing reliable
knowledge (Platt 1964; Romesburg 1981, 2009; Nichols
1991; Williams 1997), primary literature does not provide
clear, succinct guidance on designing and carrying out
rigorous research in wildlife biology.
We had 2 objectives. First, we sought to determine the

extent to which our field has answered the call Romesburg
(1981) made>3 decades ago to increase the rigor of scientific
studies. Second, we sought to develop concrete guidance for
maximizing the rigor of wildlife science.

IS WILDLIFE RESEARCH PRODUCING
RELIABLE KNOWLEDGE?

Romesburg (1981) asserted that wildlife scientists tended to
retroductively generate research hypotheses (i.e., plausible
biological explanations) from patterns and correlations but
rarely used rigorous science to explicitly test these hypotheses
and derive reliable inference (i.e., the hypothetico-deductive
or H-D method). Unreliable knowledge is produced and
perpetuated when untested hypotheses are misinterpreted as
rigorously derived conclusions rather than speculative
explanations, a practice Williams (1997) ascribed to most
wildlife research. Adding untested hypotheses to a body of

knowledge does not reduce uncertainty, whereas testing
hypotheses can reduce uncertainty by eliminating possible
explanations for a given phenomenon.
We investigated the reliability of knowledge produced by

recent wildlife science by evaluating peer-reviewed research
articles intended to produce biological inferences in the
Journal of Wildlife Management (JWM) from August 2013 to
July 2016. We chose JWM because research published
therein is intended to “assist management and conservation”
(www.wildlife.org, accessed 4 Sep 2017). Effective manage-
ment depends on reliable knowledge, arguably setting a
higher standard for scientific rigor in wildlife research than in
disciplines where unreliable knowledge has less-tangible
consequences. If Romesburg’s (1981) and Williams’s (1997)
assertions that wildlife science often generates but fails to test
biological hypotheses remain true, we predicted we would
find that many studies continue to present what appear to be
retroductively derived, untested hypotheses.
We evaluated 287 research articles after excluding

commentary articles, most human dimensions articles, and
articles in which the research was designed to improve or
develop estimation techniques and analyses, because such
studies generally do not test biological hypotheses (n¼ 92).
Six observers evaluated 4 journal issues each, resulting in 40–
59 articles/observer. Based on Romesburg’s (1981) argu-
ments, we assumed that presence of explicitly stated a priori
hypotheses was a sufficient indicator that Romesburg’s H-D
methodology was followed. We classified articles into 3
categories:

1) Reliable knowledge: �1 biological hypotheses were
explicitly stated for each research question being
addressed, most commonly within the introduction or
methods, using language (e.g., we hypothesized, pre-
dicted, expected, thought) representing a biologically
plausible answer to the research question being asked (see
examples in Supporting Information, available online).

2) Possibly reliable knowledge (i.e., benefit of the doubt):
hypotheses and their biological reasoning were implicit
(i.e., the authors omitted the language described above),
but enough detail was provided that a priori hypotheses
could be plausibly inferred.

3) Unreliable knowledge: no a priori hypotheses were stated
or implied for analyses that were presented, and
inferences appeared to be derived retroductively from
statistical analyses.

We did not evaluate papers fully to confirm complete
application of the H-D method but assumed that the
presence of explicitly stated hypotheses was an accurate
indicator of its use. Violation of our assumption would have
no effect on the proportion of studies we identified as
unreliable, but it would inflate the proportion of studies
identified as reliable or possibly reliable if any of these
studies did not fully apply the H-D method. The protocol
we used to classify studies was simple and objective; we
therefore assumed potential effects of observer bias were
minimal.
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Only 41.8% of the 287 studies we reviewed stated biological
hypotheses explicitly. We gave the benefit of the doubt to
14.3% of the studies for which we could infer the probable
biological hypotheses based on what was presented, although
no explicit hypotheses were stated. The remaining 43.9% of
articles we reviewed stated neither hypotheses nor biological
justification for study designs and analyses.
Our results suggest that, at best, slightly more than half of

the studies we evaluated followed Romesburg’s (1981) H-D
methodology, providing knowledge that is reliable for
research and management. This represents a liberal estimate
because we gave the benefit of the doubt to studies where
hypotheses and supporting biological reasoning appeared
discernable but were not explicitly stated. Implicit or vaguely
stated hypotheses, however, create opportunity for confusion
and misinterpretation of results because information critical
to full understanding of inferences is absent. We suggest
most readers will not invest the time needed to discern such
information, perhaps concluding erroneously the inferences
lack reliability.
Consistent with our prediction, we found that many studies

(43.9–58.2%, depending on how often we gave benefit of the
doubt incorrectly) did not follow Romesburg’s (1981) H-D
methodology; their inferences thus appeared to be based on
retroductively derived, untested hypotheses, which are
inherently unreliable for research and management (Romes-
burg 1981). A rigorous scientific method may have been
implicit (but undiscernible) in an unknown proportion of
these studies, but credibility of their findings was voluntarily
compromised because the scientific method used was not
made explicit. Conceivably, some of these studies may have
been sufficiently novel that a priori hypotheses could not be
formulated or tested, but such novelty should be rare in
wildlife research where theoretical and empirical precedent is
abundant.
Arguably, the prevalence of studies that only generate

untested hypotheses may be considered one of wildlife
science’s major problems (J. D. Nichols, U.S. Geological
Survey [retired], personal communication); the high
proportion of studies we evaluated that generated but did
not test hypotheses should therefore be of concern to
researchers and managers. Remedying this problem requires
a common understanding among wildlife researchers of what
rigorous science entails and why it is important. The
remainder of this paper aims to establish such an
understanding. We draw from the breadth of available
historical, philosophical, and scientific literature to synthe-
size the key concepts underpinning production of reliable
knowledge, and discuss implications for research and
management.

HOW IS RELIABLE KNOWLEDGE
PRODUCED?

Understanding biological causes of observed effects is of
prime interest to researchers who seek to understand wildlife
ecology and to managers who seek to manipulate causes to
achieve desired effects. Although numerous means of
establishing cause and effect exist, producing reliable

knowledge about biological causation requires an under-
standing and application of a scientific method that develops
and tests hypotheses (Romesburg 1981, 2009). Whereas
detailed information is available in books suitable for in-
depth study (Gauch 2003, Copi and Cohen 2005,
Romesburg 2009, Curd et al. 2012), more readily-accessible
papers in the primary literature that argue the importance of
scientific rigor (Platt 1964, Romesburg 1981, Williams
1997) offer limited explanations for the defining steps of
rigorous science. The lack of clear, succinct justification for
employing the full series of steps is an understandable
obstacle to acceptance by skeptics and critics, and a
significant hurdle to graduate students and wildlife
professionals developing research. Such justification has
deep roots in history and logic.

Historical and Logical Roots of Scientific Methodology
Scientific methodology uses logic and observation to answer
questions about the natural world. Although no historically
or philosophically unified idea of scientific methodology
applies to all applications of science, it is generally agreed that
a rigorous scientific method for understanding biological
causation consists of the following steps (Fig. 1; Platt 1964,
Romesburg 1981, Hilborn and Mangel 1997, Williams
1997): 1) generate a research question from theory and prior
observations, 2) develop hypotheses (i.e., plausible biological
answers to the question), 3) formulate predictions (i.e., facts
that must be true if the hypothesis is true), 4) design and
implement research to collect data potentially consistent with
predictions, 5) evaluate whether predictions are consistent
with collected data, and 6) draw inferences based on the
evaluation.
The roots of scientific methodology are ancient. Aristotle

(384�322 BCE) arguably had the greatest impact on the
history of biology (Mayr 1982), in part by developing a
logical framework for drawing inferences about the physical
world that “got 70% of scientific method right” (Gauch
2003:48). Aristotle’s method of reasoning remains the

Figure 1. In wildlife science, a rigorous scientific method for producing
reliable knowledge follows a series of logical steps to answer questions about
the natural world. Each step is fundamental to the next. Inferences help
inform new questions in future studies.
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fundamental backbone of rigorous science to this day (Losee
1993:6–9, 29–44; Gauch 2003). Although modern empiri-
cism is commonly attributed to F. Bacon (1561�1626), the
work of R. Grosseteste (�1168�1253) and others in his era
had solidified a “basically correct and complete” empirical
scientific method by the thirteenth century (Gauch
2003:163). Grosseteste refined Aristotle’s method and
emphasized experimentation and falsification “in search of
true causes” (Crombie 1962:84). His work influenced other
scholars, who continued to spread these new, experimental
approaches to science across medieval universities and
through each subsequent century (Crombie 1962).
Aristotle’s assertion that every belief arises through either

inductive or deductive reasoning remains fundamental to the
logic behind rigorous science (Gauch 2003:161). Each type
of reasoning draws different types of conclusions with
differing degrees of certainty. Conclusions reached through
inductive logic represent generalizations inferred from
specific observations, whereas those reached through
deductive logic represent specific predictions derived from
general concepts (Gauch 2003). The primary strength of
inductive logic lies in its ability to use observations to
generate broadly applicable hypotheses, an important
component of scientific research (Williams 1997). In
extrapolating something that is unknown from something
that is known, however, induction draws strictly on
association (i.e., correlation), not mechanism (i.e., causation;
Romesburg 1981, Gauch 2003). Deduction is inherently
mechanistic and does not rely on extrapolation; thus,
conclusions drawn from deduction are more logically sound
than those drawn from induction (Gauch 2003).

How the Steps of a Rigorous Scientific Method Produce
Reliable Knowledge
A rigorous scientific method alternates between induction
and deduction, using the strengths of each to compensate for
the shortcomings of the other (Losee 1993, Gauch 2003).
Making observations, detecting patterns and relationships,
and developing potential answers to questions typically relies
on inductive logic to develop general explanations (i.e.,
biological hypotheses) from specific observations (Williams
1997, Gauch 2003). Alternatively, hypotheses can be
deductively generated completely de novo (e.g., Einstein’s
theory of relativity had almost no basis in the empirical
physics of his time; Isaacson 2007), potentially leading to
scientific revolutions (i.e., paradigm shifts; Kuhn 1962). In
practice, however, science is generally normative such that
new hypotheses proceed inductively from existing theory and
empirical precedent (Kuhn 1962). Developing predictions
associated with biological hypotheses uses deductive logic to
formulate a prediction that must be true if the hypothesized
explanation is true. Comparing collected data to predictions
requires a return to inductive logic to draw inferences from
analytical results to the population or system being studied. A
synthesis of the conceptual underpinnings and applications
of each of these steps follows.
Generate research questions from theory and observations.—

Science is inherently question-driven, and each subsequent

step of a rigorous scientific method proceeds directly from
the initial research question. Scientists develop research
questions by drawing from the broader context of previous
scientific observations (e.g., by considering detected patterns
and relationships) and theory (i.e., the body of knowledge
operationally accepted as true; Romesburg 1981, Williams
1997). In wildlife biology, scientific studies often originate
from a management need; suitable research questions are
therefore developed by considering this management need
within the context of related ecological questions of interest.
Wildlife biology primarily seeks to understand relation-

ships between biological mechanisms and the effects they
produce. Accordingly, wildlife research typically asks
research questions about whether, how, or why certain
effects occur (alternatively, research may focus on developing
or refining techniques to measure those effects). Asking
appropriate research questions can lead to increased
understanding of the biological system and how it can be
manipulated to achieve management goals. The complexity
of questions, and their utility for predicting system responses
to management actions, generally increases as the ease of
answering them decreases.
The simplest research question asks, “is something

happening?” For example, do beavers (Castor canadensis)
gnaw cottonwood (Populus spp.) trees? Answering this
question documents presence or absence of a pattern but does
not reveal how or why the pattern occurs. Thus, although
such answers can provide precursors to new biological
hypotheses for future studies, they usually provide limited
capacity for predicting system responses to management
actions or predicting presence or absence of the pattern
beyond the spatiotemporal scope of the study.
A common type of research question in wildlife manage-

ment seeks to describe an observed pattern by asking, “what is
happening?” For example, what species of trees do beavers
gnaw? Answers to this type of question can help address
management needs for the study system from which the data
were collected, but because they do not identify how or why
the pattern occurs, they can neither be used to confidently
predict system responses to management actions nor to
accurately determine whether the pattern will occur
elsewhere. Beavers in one place, for example, may gnaw
cottonwood trees more commonly than other tree species, yet
without knowing the reason for this pattern (e.g., if it is a
product of availability or preference), it is impossible to know
how cottonwoods can be manipulated to affect beavers or
whether beavers gnaw cottonwood trees at the same
frequency in other places.
A research question that helps identify a plausible

mechanism causing a pattern asks, “how is something
happening?” For example, how do beavers select which trees
to gnaw? Answers to this type of question describe (without
explaining) causal mechanisms. They can therefore be used
to predict how beavers would respond to management
actions and to predict similar patterns in other times and
places with greater confidence. Managers can use this
knowledge to manipulate the possible mechanism influenc-
ing the pattern to help achieve management objectives
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within and beyond the study system. One could find, for
example, that beavers select trees based on nutritional
quality. This observation would be expected for beavers in
other places as well, allowing managers to manipulate the
causes rather than correlates of beaver behavior (e.g., to
manipulate gnawing, managers could fence trees of relatively
high nutrition, instead of assuming a particular species such
as cottonwoods will always be selected).
The research question “why is something happening?”

seeks to explain evolutionary or ecological causal mechanisms
that created the pattern. For example, why do beavers select
certain species to gnaw? The why question is the brass ring of
ecological research. It is the most difficult question to
address, but explaining the means by which biological
processes produce effects maximizes understanding of the
system and provides the most predictive power to managers
for reliable application to other times and places. For
example, beavers may choose trees that maximize the energy
gained from food resources over the energy lost to obtaining
them; perhaps in some areas beavers select tree species that
are more abundant and more easily obtained than cotton-
woods even though they are of inferior nutritional quality.
These 4 types of research questions comprise an inclusive

hierarchy. For example, a question asking, “why do beavers
selectively gnaw certain species?” may reveal that beavers
choose trees that maximize energetic benefits over costs. This
answer would simultaneously reveal how beavers choose trees
(foraging selectively on trees of high energetic value that are
easily accessed and handled), what trees beavers will choose
at a particular location (young hardwood trees close to
water), and whether or not a particular species will be chosen
(cottonwoods are gnawed).
Rigorous research asks and answers questions appropriate

to the intended use of study results. Generality and reliability
of these results to external application increases across the
question spectrum, from describing a pattern unique in space
and time (i.e., is or what questions) to identifying likely
ecological mechanisms that could be consistent across space
and time (i.e., how and especially why questions). Reliable
extrapolation beyond the spatial or temporal scope of the
study thus requires answering a how or why question, but
project objectives and limited resources can preclude the
ability to answer these types of questions. Where this occurs,
a study can be redesigned to answer simpler questions, but in
doing so researchers must recognize consequential limits on
inferential scope and application of resulting inferences. If
answers to an is or what question are insufficient for
management needs, or if a goal is to provide knowledge for
reliable extrapolation to other times and places, a study can
be redesigned to answer more complex questions through
creative thinking or increases in scope or funding.
Develop hypotheses.—Hypotheses are plausible biological

answers to a research question (Romesburg 2009). A hypothesis
typically posits a plausible biological cause for an observed effect.
Biological hypotheses and statistical hypotheses are commonly
conflated, but they are logically very different for all but themost
basic questions. A statistical hypothesis represents a pattern
predicted to be present in collected data if a biological hypothesis

is true (Romesburg 1981, Johnson 1999). Using the term
hypothesis to refer only to a biological hypothesis, not a statistical
hypothesis, can reduce confusion and lack of clarity in scientific
writing. Hypotheses developed prior to being tested are a priori
hypotheses, whereas those developed based on results of data
analyses but not yet tested are speculative, a posteriori hypotheses.
Although a single hypothesis may sufficiently address a

research question, rarely does only one plausible explanation
for an observed pattern exist (Pirsig 1974). Developing good
hypotheses requires reducing potential explanations to a
limited number of the most realistic, compelling, and useful
biological answers to the research question (Williams 1997).
Hypotheses of the greatest management utility address
potential causal factors that management actions can
influence (Nichols and Williams 2006). Strong a priori
hypotheses typically build on past insights rather than
reproduce them; evaluating a well-supported or well-refuted
hypothesis is generally unproductive unless doing so would
likely expose a flaw in current theory or interpretations of
empirical precedent. Developing an understanding of key
theories and concepts underlying published research can
reduce the considerable difficulty of developing strong
hypotheses. Particularly for students, reading an authorita-
tive book or synthesis article or taking a course that
summarizes relevant fundamental concepts can provide a
foundation from which to synthesize primary literature and
develop good hypotheses.
Having developed a candidate set of hypotheses, a study

may test �1 hypotheses from that set. Whereas some
philosophers have viewed hypothesis testing as sequential
tests of single explanatory hypotheses (Popper 1959), testing
multiple hypotheses simultaneously is more efficient
(Chamberlin 1890, Platt 1964) and allows explicit consid-
eration of the fact that multiple factors may simultaneously
contribute to an observed pattern (Hilborn and Mangel
1997, Williams 1997, Belovsky et al. 2004).
Testing multiple hypotheses also greatly improves reliabil-

ity of findings by reducing the influence of cognitive bias.
Cognitive bias is an inescapable part of human thinking; all
people inherently tend to reach conclusions consistent with
their existing beliefs and biases (i.e., confirmation bias;
Kahneman 2011). Developing only a single hypothesis can
thus blind researchers to additional explanations for an
observed phenomenon, increasing the likelihood of finding
support for their pet hypothesis. Chamberlin (1890:755) put
it colorfully:

“The moment one has offered an original explanation
for a phenomenon which seems satisfactory, that
moment affection for his intellectual child springs into
existence. ... There is an unconscious selection and
magnifying of the phenomena that fall into harmony
with the theory and support it and an unconscious
neglect of those that fail of coincidence.”

Testing multiple alternative hypotheses requires thinking
through multiple plausible answers to a research question,
including those inconsistent with a personal favorite
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(Chamberlin 1890, Platt 1964), thereby reducing the
potential for confirmation bias. Of the 41.8% of JWM
papers that produced reliable information, only half tested
multiple hypotheses, producing stronger inferences and
advancing understanding more efficiently than the other
studies, with less potential for influence from cognitive
biases.
Formulate predictions.—Because biological hypotheses

represent processes that can rarely be tested directly
(Romesburg 1981, 2009), researchers develop predictions
they can directly refute or support, commonly through
statistical analysis (Nichols et al. 2011). Predictions are
logical deductions of what one expects to observe in collected
data if a biological hypothesis is true (Romesburg 1981,
Williams 1997). For example, to evaluate a hypothesis that
beavers preferentially gnaw softer wood because it is
energetically more efficient to consume, a researcher may
test the prediction that gnawed trees will be softer than a
representative sample of trees available to beavers. Develop-
ing predictions from hypotheses necessarily requires
researchers to make assumptions (e.g., assuming trees
>20m from water are not available to beavers and therefore
not part of a representative sample).
When testing multiple hypotheses, predictions for each

hypothesis should be unique. Multiple hypotheses that
produce similar predictions cannot be differentiated and are
therefore conflated. For example, the hypotheses that beavers
prefer cottonwoods, and beavers prefer relatively soft woods,
would be conflated if beavers selectively gnawed cottonwoods
whose wood happened to be softest among the tree species
available. An attempted test of the 2 hypotheses would thus
be meaningless and could potentially lead to misleading
inferences.
Design and implement research to collect data.—Study

design, which ranges from experimental to observational,
allows a researcher to gather appropriate data to find support
for or against hypotheses (Romesburg 1981, 2009; Eberhardt
and Thomas 1991; Sinclair 1991; Gotelli and Ellison 2012).
Experiments allow researchers to directly test for the
presence of an effect in the presence (treatment) and absence
(control) of a hypothesized cause while using replication and
randomization to control for other potential causes, site-
specific idiosyncrasies, and potentially biased sampling
(Sinclair 1991, Gotelli and Ellison 2012). In wildlife
research, experiments can be manipulative (e.g., fencing
off highly nutritious trees, paired with an unfenced control,
could be used to test the hypothesis that beavers select trees
based on nutrition) or natural (e.g., testing the same
hypothesis where wildfire changed forest structure at a beaver
pond, paired with an unburned control). Experiments are
challenging to conduct in the natural world because of the
logistical difficulties of manipulation and the paucity of
natural experiments, and because it is rarely possible to test
for or control all potential causes for the complex patterns
that can be observed. Observational studies are therefore
more common in wildlife biology (Sinclair 1991, Gotelli and
Ellison 2012). Observational studies do not test for
hypothesized effects in the presence of a control and instead

use associations between hypothesized causes and effects to
draw inferences. Reducing the potential effects of unmea-
sured causes, site-specific characteristics, and sampling bias
on results is arguably most important when hypotheses are
tested in the absence of a control. Thus, the reliability of
inference drawn from observational studies benefits from
study designs that include adequate replication and
randomization.
Study design has important implications for the ability to

build support for or against hypotheses (Romesburg 1981,
2009; Eberhardt and Thomas 1991; Nichols 1991; Gotelli
and Ellison 2012). Under an experimental study design,
presence of the effect only in presence of the hypothesized
cause, and lack of the effect in absence of the cause, builds
support for causation. In an observational study, positive
association between hypothesized cause and effect demon-
strates correlation, not causation, because other potential
causes were not controlled for and thus could also result in
the same effect (Hilborn and Stearns 1982, Nichols 1991,
Gotelli and Ellison 2012). Therefore, a lack of correlation
typically implies the hypothesized cause did not lead to the
effect (or that it was masked by other effects), whereas
correlation suggests only potential causation. The potential
to reduce uncertainty through finding poor support for a
hypothesis is the chief strength of a hypothesis-driven
observational study. Evaluating multiple competing hypoth-
eses efficiently amplifies this inferential power because tests
will typically find poor support for some hypothesized cause-
effect relationships while supporting others (Williams 1997).
Test predictions.—Testing biological hypotheses involves

mathematically formalizing predictions (e.g., �xa > �x0 or b1

< 0) and comparing them to empirical observations (i.e.,
collected data). Simple observations (e.g., tooth marks from
beavers on cottonwoods) or summaries of data (e.g., �x and
SD for number of different tree species gnawed by beavers)
may be sufficient to determine whether a prediction has been
met. In wildlife science, however, testing predictions
commonly entails statistics; therefore, rigorous science
depends on logical rigor and statistical rigor. Statistical
rigor comprises separate, fundamental considerations beyond
the scope of this paper (Hilborn and Mangel 1997, Taper
and Lele 2004, Bolker 2008, Gotelli and Ellison 2012). We
note, however, that despite some disagreement among
statistical theorists (Bayarri and Berger 2004), any statistical
approach (including frequentist and Bayesian frameworks)
can be used to find support for or against biological
hypotheses if analytical assumptions are met (Hilborn and
Mangel 1997, Bolker 2008, Gotelli and Ellison 2012).
Importantly, statistical tests evaluate predictions from
biological hypotheses, not the hypotheses themselves
(Romesburg 1981, Hilborn and Mangel 1997, Williams
1997, Nichols et al. 2011). Therefore, inferring whether
results of objective statistical tests indicate support for or
against biological hypotheses necessarily requires subjective
interpretation.
Draw inferences.—The logic of drawing inferences from

hypothesis testing is based on the deductive reasoning of
material implication, a form of Aristotle’s syllogism
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(Williams 1997). Syllogistic logic specifies that a conclusion
is logically supported only if multiple premises are true
(Aristotle �350 BCE). For hypothesis testing, this logic can
be represented as:

Premise 1: Tf g þH ! P

Premise 2: O ! � P

Conclusion: � H

where {T}¼ theory (conceptual framework accepted as true),
H¼ hypothesis (an amendment to theory) being tested,
P¼ prediction (based on the hypothesis and theory),
O¼ observations (i.e., data), !¼ implication, and �¼
negation. This argument makes logically explicit the steps of
a rigorous scientific method. It states that if an accepted
theory is amended by a true hypothesis, then specific
predictions produced by the amendment should be accurate
(premise 1), but if observations show that predictions are not
accurate (premise 2; generally established statistically) then
the hypothesis is not supported (conclusion). Under this
form of syllogistic logic, known as modus tollens, inconsis-
tency between observations and predictions is logically
sufficient to reject the hypothesis, assuming theory and
observations are valid (Copi and Cohen 2005).
This same syllogistic logic shows why hypothesis confir-

mation is logically invalid. In the above argument,
observations could be consistent with predictions (premise
2: O ! P) so that the hypothesis is not falsified (Williams
1997). In this case, the hypothesis is considered supported.
Repeated failures to falsify a hypothesis reflect accumulation
of supporting evidence that the hypothesis may be useful and
predictive. The hypothesis cannot be confirmed, however,
because other plausible but untested hypotheses could have
equal or better explanatory power. Furthermore, inferring
confirmation of the hypothesis represents circular reasoning
because the truth of the hypothesis is posited in premise 1
and affirmed in the conclusion. This logical fallacy is known
as affirming the consequent (Williams 1997, Copi and
Cohen 2005) and is consistent with the cognitive error of
confirmation bias. This inferential error is most problematic
when hypotheses are not stated explicitly in a study, because
audiences cannot detect the error. Williams (1997) asserted
inferences based on affirming the consequent dominate
wildlife research; if true, such studies make up an unknown
proportion of the JWM articles we evaluated.
Based on the syllogistic logic of modus tollens, studies that

subject a priori hypotheses to falsification produce the most
reliable knowledge. Hypotheses that remain unfalsified
through repeated testing eventually gain support and can be
operationally treated as true (e.g., theories of gravity and
natural selection). Inductively derived a posteriori explan-
ations for observed patterns do not benefit from the logical
rigor of modus tollens and therefore are untested hypotheses.
A posteriori hypotheses do, however, have an important

place in the final step of rigorous science. Inferences drawn
from hypothesis tests inevitably lead to post hoc, speculative

explanations for unexplained variation in observed effects.
For example, if a study finds support for the hypothesis that
beavers choose trees based on nutritional quality, a new
a posteriori hypothesis might be that the same will be true for
selection of trees by porcupines (Erethizon dorsatum).
Although uncertainty due to speculation increases with
extrapolation beyond the current study and a priori
hypotheses tested, a posteriori hypotheses suggest modifica-
tions to existing theory, question reigning paradigms, and
constitute the backbone of management implications.
Importantly, untested a posteriori hypotheses must be clearly
represented as speculative to make their value to subsequent
studies and limited inferential strength clear.
Humans are incapable of perceiving and understanding full

reality so can only use science to evaluate a simplified version
of it; therefore, research by definition is based on
assumptions that have implications for the reliability of
inferences drawn. Premise 1 of modus tollens assumes the
theory and hypothesis are true and that predictions are
accurately derived from the hypothesis; premise 2 assumes
sampling design and statistical analyses are appropriate for
determining the relationship between predictions and
observations. Support for or against the hypothesis is valid
only if all other components of the premises are safely
assumed to be true. The only assumption typically tested in
science, however, is the validity of the hypothesis. The
assumption that the theory is true could be violated; the
hypothesis could therefore be incorrectly tested because the
theory was misused, misrepresented, or false. Similarly, the
hypothesis could be incorrectly tested because the assump-
tion that predictions were accurate could be violated (e.g.,
predictions were inappropriate to temporal or spatial scales of
the study). Finally, the hypothesis could be incorrectly tested
if there was a violation of the assumptions that data collected
for the study were sufficient to test the hypothesis (e.g.,
sample size was too small) or that analyses used to compare
observations to predictions were correctly applied. Power
analyses and consideration of statistical assumptions (e.g.,
normally distributed data) can be used to evaluate potential
violations of logical assumptions.
Violation of assumptions can bias results, leading to

assessing the degree of support for a hypothesis incorrectly
(i.e., finding support for an incorrect hypothesis or falsifying
a correct one, contributing to type I and II errors,
respectively; Gotelli and Ellison 2012). Inferences are
inherently more reliable when violation of an assumption
is unlikely, or when effects of a violation on results would be
minimal because the assumption is trivial. The reliability of
inferences therefore requires an explicit consideration and
communication of each important assumption made,
potential effects of its violation on results, and the assessed
likelihood of violation.

EXPLORATORY ANALYSES

Exploratory research may seek to provide new hypotheses
without actually testing them. Such research generally uses
statistical analyses to detect patterns in datasets, producing
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results that are interpreted post hoc. Platt (1964:348) argued
that scientists have “become ‘method-oriented’ rather than
‘problem-oriented’” by allowing such methods to become
“ends in themselves.” The ongoing development of statistical
approaches, increasing ease of data analysis, and the growing
prevalence of large and complex data sets likely compound
this problem. Using statistics to search for patterns without
first developing questions, hypotheses, and predictions (i.e.,
data dredging; Burnham and Anderson 2002) represents
non-rigorous science. These inductively identified patterns
are untested hypotheses because they are not subjected to the
rigorous logic of modus tollens. Importantly, interpreting
results of such studies is inherently subjective because
biological concepts and empirical precedents that lead to
inferences are derived from post hoc, idiosyncratic interpreta-
tion; the lack of objective logical support for such inferences
means the reader’s unique interpretation of the results is as
valid as the authors’. Finally, searching for patterns can yield
misleading post hoc inferences due to spurious correlations,
particularly when covariates lack clear biological justifica-
tions (Vigen 2017).
The capacity of exploratory studies to contribute to the

accumulation of evidence for or against existing theory or
management practices is strongly limited. When no
theory or empirical precedent is available to generate
a priori hypotheses, offering a posteriori explanations for
observations is necessary to provide the foundation for
a priori hypotheses that subsequent studies can test (i.e.,
normal science; Kuhn 1962). Because a complete lack of
existing theory or empirical precedent is rare, however,
generating solely a posteriori explanations from observa-
tions should be similarly rare. More commonly, sufficient
information is available to researchers prior to a study that
they will have informal ideas of a research question,
hypotheses, and predictions in mind (this is clear when the
results of an exploratory study are shown to be consistent
with those of prior studies, negating the need for
exploration). In such cases, failing to formalize questions,
hypotheses, and predictions ignores exploratory work
already done and sacrifices opportunity to build on it to
produce new insights. For example, formally evaluating
the causation implied by each biological covariate in an
exploratory model establishes the model’s generality more
efficiently and effectively than waiting for the results of
multiple exploratory models to converge on the same
insights.
Failing to present a posteriori hypotheses produced by

exploratory research as speculative exaggerates the usefulness
of findings and could mislead future research and manage-
ment. The accumulation of speculative, untested findings
over time presents a significant impediment to scientific
understanding and effective management because repetition
contributes to a mistaken impression of reliability (Romes-
burg 1981, Sinclair 1991).

RESEARCH IMPLICATIONS

Rigorous science increases the reliability of scientific
knowledge by using sound logic to gradually reduce the

set of plausible biological explanations to a smaller subset of
the most likely and well-supported hypotheses (Platt 1964,
Williams 1997). Thus, rigorous science reduces overall
uncertainty. In contrast, non-rigorous research generates
hypotheses but does not test them. Ultimately, both rigorous
and non-rigorous science may have the capacity to reveal
explanations for biological phenomena through accumula-
tion of evidence (i.e., convergence of inferences across
multiple studies), but efficiency and reliability differ strongly
between the 2 approaches. Rigorous science accumulates
evidence for competing hypotheses and discards incorrect
explanations by falsifying hypotheses. Non-rigorous science
does not discard incorrect explanations. The number of
plausible explanations to a research question therefore
increases as more a posteriori hypotheses are added to a
body of knowledge but never tested. Although some have
argued that deriving inference from induction alone
accumulates evidence when conclusions from multiple
studies converge on the same untested hypothesis (e.g., F.
Bacon; Dick 1955), it is rare that sufficiently similar,
independent studies are numerous enough for convergence
to occur. Non-rigorous science therefore provides relatively
little contribution to reducing uncertainty or advancing
scientific understanding.
Researchers maximize the reliability of knowledge they

provide by not only adhering to, but also explicitly
presenting, their use of a rigorous scientific method. Clearly
introducing the research question, hypotheses, and pre-
dictions up front (i.e., in the introduction or methods) allows
audiences to accurately assess the broad applicability of the
study and to easily identify and understand the biological
reasoning of the a priori hypotheses that the study tested.
Failure to explicitly state hypotheses voluntarily sacrifices
rigor of research findings and limits robust contributions to
theory or management. When reporting results and drawing
inference, clearly differentiating tested a priori hypotheses
from untested a posteriori hypotheses distinguishes reliable
knowledge from speculative post hoc inference. Explicitly
discussing assumptions further allows the audience to assess
credibility of conclusions made.
Lack of clarity in presentation of scientific research

hinders applicability of the research and its reproducibility.
Because science is an iterative pursuit of knowledge, future
studies rely on reproducibility of past research. Reproducing
research can entail repeating exact methods, but more often
reproduction is based on the concepts and hypotheses
driving the original research. Research is most reproducible
when it follows a rigorous, explicitly stated scientific
method.

MANAGEMENT IMPLICATIONS

Management decisions based on rigorous science are most
likely to result in effective conservation of wildlife resources
(Leopold 1933, Gill 1985). Risk is associated with any
application of research results to management because of the
uncertainty inherent in any scientific inference. The decision
to use research results to inform management is therefore
partly a function of a manager’s risk attitude. Managers with

8 The Journal of Wildlife Management � 9999()



low risk tolerance are best served by research results that
explicitly reduce uncertainty about reliability of results
through application of a rigorous scientific method.
Although research that minimizes uncertainty would clearly
benefit any management decision, managers with high risk
tolerance may find the greater uncertainty associated with
speculative findings of non-rigorous research acceptable if
the consequences of a misinformed decision are not
substantial. Our analysis of research presented in JWM
suggests that managers with relatively low risk tolerance can
rely on slightly more than half of the studies we evaluated to
make their decisions.Whether this proportion represents the
distribution of risk attitudes among managers, or whether
the non-rigorous research presented in JWM was designed to
inform low-risk management decisions, is worthy of further
investigation.
Many researchers and managers incorrectly assume an

inherent disconnect exists between advancing basic scientific
theory and meeting applied management needs (Gavin 1989,
Nudds and Morrison 1991, Belovsky et al. 2004). Rigorous
science that answers how or why questions allows studies to
consider management-related questions explicitly within the
context of biological theory. Results of such research
therefore reliably inform basic ecology and its application
to wildlife management. Furthermore, applied research
based on how and why questions provides better under-
standing of biological mechanisms; management decisions
based on the results of such research are therefore more likely
to prove effective beyond the scope of the original study
system.
Basing management decisions on inferences gained

from rigorously tested a priori hypotheses increases the
likelihood of those decisions resulting in the desired
effect (Sutherland et al. 2013). Additionally, discerning
the type of question a study addressed allows managers to
determine potential management actions and how
reliably knowledge can be extrapolated beyond the
original study system to other systems with similar
management needs. Management implications offered by
any study are post hoc inferences, just like a posteriori
biological hypotheses, unless effects of management
practices were explicitly tested. As such, they should be
treated in management practice as untested hypotheses.
Where regular monitoring is a part of management, it can
be tailored to test these hypotheses over time to reduce
uncertainty within an adaptive management framework
(Nichols and Williams 2006).
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